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Abstract

In this article, we review some recent developments of decomposition methods of the aggregate productivity growth by using firm/plant level datasets. These methods have been uncovering the sizable impacts of resource reallocation for the aggregate productivity growth. We categorize these methods into (i) reduced form decomposition methods (BHC-FHK decomposition, OP decomposition, and PL decomposition) and (ii) the structural decomposition method that is based on the structural estimation of an endogenous growth model (LM decomposition), and review each of them. By assessing the potential pros and cons of existing reduced form decomposition methods, we highlight features of the structural decomposition method. As an example of the use of the structural decomposition method, we introduce Murao and Nirei (2015) who quantitatively evaluate counterfactual deregulation of firm entry.
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I. Introduction

Recent empirical research has uncovered the fact that it is crucial for aggregate productivity growth that how resources such as workers and capital are relocated among firms smoothly. Laws and regulations related to economic activity affect the macro economy sometimes by promoting and other times by interfering with such “resource reallocation”. In this article, we review some recent developments of aggregate productivity growth (APG) decomposition methods that served as a trigger to recognize the importance of such resource reallocation on the aggregate economy. Below, we categorize these methods into (i) reduced form APG decomposition (BHC-FHK decomposition, OP decomposition, and PL decomposition) and (ii) the structural APG decomposition that is based on the structural estimation of an endogenous growth model (LM decomposition), and review each of them.

The purpose of this article is as follows. First, by assessing the potential pros and cons of existing reduced form APG decomposition methods to highlight features of the structural
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decomposition method. As far as the author notices, these points are not raised or discussed by the existing literature. Second, we introduce Murao and Nirei (2015) to review the possibility of using the structural decomposition method to counterfactual policy simulations. While the reduced form APG decomposition methods have been widely used as ex-post policy evaluation, the most significant advantage of the structural decomposition method is the possibility of applying for the counterfactual (or ex-ante) policy evaluation.

The results of Murao and Nirei (2015) are summarized as follows. First, there is a U-shape relationship between the strength of the entry barrier and the APG. Thus, deregulation of entry is not necessarily associated with an increase in APG. Second, (a moderate amount of) deregulation of entry from the status quo increases APG in Japan, while the same policy decreases APG in Denmark.

The organization of this paper is as follows. In Section II, we introduce several reduced form APG decomposition methods: BHC-FHK decomposition, OP decomposition, and PL decomposition. In Section III, we review critiques on some existing reduced form APG decomposition methods. In Section IV, we argue the pros and cons of reduced form decomposition methods in general, that are not discussed in existing literature. In Section V, we introduce the structural APG decomposition methods, proposed by Lentz and Mortensen (2008). In Section VI, we provide a brief overview of Murao and Nirei (2015), who analyze quantitative impacts of counterfactual entry deregulation policy, by extending Lentz and Mortensen’s framework. In Section VII, we conclude the paper.

II. Reduced form APG decomposition methods

Existing APG decomposition methods are broadly divided into two categories, that is, (i) reduced form APG decomposition, and (ii) the structural APG decomposition. In this section, we introduce the former methods (i.e., BHC-FHK decomposition, OP decomposition, and PL decomposition).

II-1. BHC-FHK decomposition

Firstly, we explain BHC-FHK decomposition, based on a simple two period exposition provided by Melitz and Polanec (2015). With firm level panel data on market share and productivity in hand, aggregate productivity in period t is given by:

$$\Phi_t = \sum_i s_{it} \varphi_{it}$$

---

2. Melitz and Polanec (2015) argue that BHC-FHK decomposition has a potential bias such that entry/exit effects are over-estimated. To cope with this problem, they propose an alternative method called DOPD decomposition where entry/exit is incorporated into the OP decomposition.
where \( s_{it} \) is market share of firm \( i \) in the period \( t \); \( \varphi_{it} \) is productivity (in logarithmic term) of firm \( i \) in the period \( t \). Using this expression, the rate of APG in the economy is given by \( \Delta \Phi = \Phi_2 - \Phi_1 \). Contribution for \( \Delta \Phi \) from each firm, \( (s_{it}\varphi_{it} - s_{i1}\varphi_{i1}) \), is classified into three categories by firm’s activity status:

(i) Existing firms (active in both periods): \( s_{i1} > 0, s_{i2} > 0 \)

(ii) Entry firms (only active in period 2): \( s_{i1} = 0, s_{i2} > 0 \)

(iii) Exiting firms (only active in period 1): \( s_{i1} > 0, s_{i2} = 0 \)

With this observation, Baily, Hulten and Cambell (1992) propose a method to decompose APG:

\[
\Delta \Phi = \sum_{i \in S} (s_{i2}\varphi_{i2} - s_{i1}\varphi_{i1}) + \sum_{i \in E} s_{i2}\varphi_{i2} - \sum_{i \in X} s_{i1}\varphi_{i1},
\]

where \( S \) is a set of indexes for existing firms; \( E \) is a set of indexes for entry firms; \( X \) is a set of indexes for entry firms. In this equation, the first term is a contribution from existing firms; the second term is a contribution from entrants; and the third term is a contribution from exiting firms. Adding and subtracting \( \sum_{i \in S}(s_{i2}\varphi_{i2} - s_{i1}\varphi_{i1}) \) to and from the above equation, the following BHC decomposition formula can be obtained:

\[
\Delta \Phi = \sum_{i \in S} s_{i1}(\varphi_{i2} - \varphi_{i1}) + \sum_{i \in E} (s_{i2} - s_{i1})\varphi_{i2} + \sum_{i \in E} s_{i2}\varphi_{i2} - \sum_{i \in X} s_{i1}\varphi_{i1},
\]

where the first term is counterfactual APG if the individual firm share would be held constant (within effect); the second term is APG through changes in the firm share (between effects); the third term is the entry effect; and the fourth term is the exit effect. Rewriting the above equation, the following BHC-FHK decomposition formula can be obtained:

\[
\Delta \Phi = \sum_{i \in S} s_{i1}(\varphi_{i2} - \varphi_{i1}) + \sum_{i \in S} (s_{i2} - s_{i1})\varphi_{i1} + \sum_{i \in S} (s_{i2} - s_{i1})(\varphi_{i2} - \varphi_{i1})
+ \sum_{i \in E} s_{i2}\varphi_{i2} - \sum_{i \in X} s_{i1}\varphi_{i1},
\]

where the first term is the within effect; the second term is the between effect; and the third term is the cross effect.

II-2. OP decomposition

Olley and Pakes (1996) propose an alternative decomposition method, called OP decomposition. Let \( \bar{s}_t \equiv (1/n) \sum_i s_{it} \), \( \bar{\varphi}_t \equiv (1/n) \sum_i \varphi_{it} \), \( \Delta s_{it} \equiv s_{it} - \bar{s}_t \) and \( \Delta \varphi_{it} \equiv \varphi_{it} - \bar{\varphi}_t \), aggregate productivity is written as follows:
In the second line of this equation, the second term and the third term is zero, since these two terms are the summation of deviation from the mean. Consequently, we obtain the following OP decomposition formula:

\[ \Phi_t = \sum_i s_{it} \varphi_{it} = \sum_i (\bar{s}_t + \Delta s_{it})(\bar{\varphi}_t + \Delta \varphi_{it}) \]

\[ = \sum_i \bar{s}_t \bar{\varphi}_t + \bar{s}_t \sum_i \Delta \varphi_{it} + \left( \sum_i \Delta s_{it} \right) \bar{\varphi}_t + \sum_i \Delta s_{it} \Delta \varphi_{it}. \]

In the second line of this equation, the second term and the third term is zero, since these two terms are the summation of deviation from the mean. Consequently, we obtain the following OP decomposition formula:

\[ \Phi_t = \bar{\varphi}_t + \sum_{i \in E} (s^H_{it} - \bar{s}_t)(\varphi^H_{it} - \bar{\varphi}_t), \]

where the first term is mean productivity which captures the effect from a shift of the productivity distribution; the second term is called covariance effect. While the “cross effect” of the BHC-FHK decomposition captures intertemporal covariance between productivity and market share for the same firm, this “covariance effect” captures the cross-section covariance between productivity and market share in the same period. As will be clear in the next section, this difference is related to the theoretical consistency of these two methods.

II-3. PL decomposition

The BHC-FHK decomposition and OP decomposition are designed to capture aggregate TFP growth through resource reallocation from lower TFP firms to higher TFP firms. Meanwhile, Petrin and Levinsohn (2012) propose an alternative method which decomposes APG into improvement in technical efficiency and resource reallocation, called PL decomposition. Moreover, Petrin and Levinsohn (2012) discuss that there are some shortcomings in decomposition methods such as the BHC-FHK which solely rely on the information in technical efficiency. In what follows, we introduce the PL decomposition method.

Here we ignore the entry/exit of firms for simplicity. Let production function for firm \( i \) be given by:

\[ y_{it} = f(k_{it}, \ell_{it}, \varphi_{it}), \]

where \( y \) is (real) output; \( k \) is capital; \( \ell \) is labor input; and \( \varphi \) is productivity. Then, APG is defined as the amount of change in Solow residual between different periods:

---

3 See the Appendix of Petrin and Levinsohn (2012) for the case with firm entry and exit.
4 For simplicity, we also ignore intermediate inputs which are also take into consideration in Petrin and Levinsohn (2012).
where \( p \) is good price; \( w \) is wage; and \( r \) is capital cost. Based on this relationship, Petrin and Levinsohn (2012) propose the following formula to decompose APG into the technological efficiency term and the reallocation term:

\[
\text{APG} \equiv \text{TE} + \text{RE},
\]

and

\[
\text{TE} \equiv \sum_{i=1}^{n} p_i \, d\varphi_i,
\]

\[
\text{RE} \equiv \sum_{i=1}^{n} \left( p_i \frac{\partial y_i}{\partial k_i} - r_i \right) \, dk_i + \sum_{i=1}^{n} \left( p_i \frac{\partial y_i}{\partial \ell_i} - w_i \right) \, d\ell_i,
\]

where \( \text{TE} \) is the \textit{technical efficiency} term and \( \text{RE} \) is the \textit{reallocation} term, respectively. The economic interpretation of these two terms are as follows. The technical efficiency term captures an increase in aggregate productivity by an increase in output, when amount of the production input would be holding fixed. The intuition behind the reallocation term is as follows. Firstly, the reallocation term can be seen as an aggregate of a multiple of (i) “gap” between value of marginal products and nominal prices \((p \cdot MPL - w, p \cdot MPK - r)\) and (ii) changes in each production input. Following Petrin and Levinsohn (2012), let us take labor input as an example. Consider now the case where unit labor is reallocated from firm \( j \) to firm \( i \) (wage is assumed to be the same across firms): \( d\ell_j = 1, d\ell_i = -1 \). Then, if aggregate labor input is held fixed, aggregate output increases by:

\[
p_i \frac{\partial y_i}{\partial \ell_i} - p_j \frac{\partial y_j}{\partial \ell_j}.
\]

Thus, by reallocating inputs from firms with low value of marginal products to high value of marginal products, total output can be increased without any increase in total input in the whole economy and/or the improvement in the technical efficiency. In general, the total output is increased if resources are reallocated from firms with a smaller “gap” between the value of marginal products and nominal input price to firms with a larger “gap”, this increase in output is what the reallocation term of PL decomposition captures exactly. In other words, the PL decomposition’s reallocation term is positive if (i) there is a positive “gap” and if (ii) resources are reallocated from low- to high- gap firms.\(^5\)

\(^5\) As is shown in Corollary 3 of Petrin and Levinsohn (2012), there are two extreme cases where the PL reallocation term turns out to be zero: (i) there is no moving of input because of sufficiently large frictions \((dL = 0, dK = 0)\) or (ii) “gap” is zero because of no input market friction.
III. Theoretical consistency of BHC-FHK and OP decomposition

While productivity growth decomposition methods reviewed above have been widely used, there are criticisms on some methods with regard to theoretical consistency. In this section, we review some of them.

III-1. BHC-FHK decomposition under stochastic stationary environment

Lentz and Mortensen (2008) argue that BHC-FHK decomposition’s between- and cross-term both turn out to be zero in the stochastic stationary environment. Though Lentz and Mortensen (2008) use quite a general environment, below we confirm this in a simple setting.

There are a large number of firms in the economy and each firm is classified into either high productivity (H-type) or low productivity (L-type). There is no firm entry or exit for simplicity. Thus, APG is completely attributed to incumbent’s efficiency improvement and resource reallocation. Number of H-type and L-type firms are given by \(n_H\) and \(n_L\), respectively. Then, contribution to aggregate productivity by H-type firms and L-type firms are given by \(\Phi^H_{it} = \sum_{i \in I_H} s^H_{it} \varphi^H_{it}\) and \(\Phi^L_{it} = \sum_{i \in I_L} s^L_{it} \varphi^L_{it}\), respectively, where \(I_H\) is a set of index of type-H firms and \(I_L\) is a set of index of type-L firms. Thus, aggregate productivity can be rewritten as below:

\[
\Phi_t \equiv \sum_{i} s_{it} \varphi_{it} = \sum_{i \in I_H} s^H_{it} \varphi^H_{it} + \sum_{i \in I_L} s^L_{it} \varphi^L_{it} \equiv \Phi^H_t + \Phi^L_t.
\]

Therefore,

\[
\Delta \Phi^H = \sum_{i \in I_H} (s^H_{i1} - s^H_{i2}) \varphi^H_{i1} + \sum_{i \in I_H} (s^H_{i2} - s^H_{i1}) \varphi^H_{i2} + \sum_{i \in I_L} (s^L_{i2} - s^L_{i1}) (\varphi^H_{i2} - \varphi^H_{i2}),
\]

where the first term is within effect; the second term is between effect; and the third term is cross effect.

Lentz and Mortensen (2008) argue that, if (i) firms are classified into a finite number of efficiency types (that is, \(\varphi^H_{it} = \varphi^H_{i}, \forall t\)) and (ii) share of an individual firm’s market share varies stochastically, then the firm share of each type should be constant in the stationary equilibrium (that is, \((1/n_H) \sum_{i \in I_H} s^H_{it} \equiv \bar{s}^H, \forall t\)). Thus plugging \(\varphi^H_{it} = \varphi^H_t\) and \((1/n_H) \sum_{i \in I_H} s^H_{it} \equiv \bar{s}^H\) into the above equation, we have:

\[
\Delta \Phi^H = (\varphi^H_{i2} - \varphi^H_{i1}) \sum_{i \in I_H} s^H_{i1} + \varphi^H_{i1} \sum_{i \in I_H} (s^H_{i2} - s^H_{i1}) + (\varphi^H_{i2} - \varphi^H_{i1}) \sum_{i \in I_H} (s^H_{i2} - s^H_{i1})
\]

\[
= (\varphi^H_{i2} - \varphi^H_{i1}) \sum_{i \in I_H} s^H_{i1} + \varphi^H_{i1} (s^H_t - \bar{s}^H_t) + (\varphi^H_{i2} - \varphi^H_{i1}) (s^H_t - \bar{s}_t^H)
\]

\[
= (\varphi^H_{i2} - \varphi^H_{i1}) \sum_{i \in I_H} s^H_{i1}.
\]
Thus, between term and cross term both turn out to be zero in this case. Gross reallocation term, the sum of the between and the cross term, also becomes zero. From the above result, Lentz and Mortensen (2008) argue that BHC-FHK decomposition is not consistent with a stochastic stationary environment. Note that, since actual data contains some measurement errors and transitory shocks, these terms would not necessarily be zero in reality. Lentz and Mortensen (2008) conduct BHC-FHK decomposition using Danish data to report that, while the between and the cross term is not exactly zero (and both not significant), the measured gross reallocation term (between + cross) is very close to zero.

III-2. OP decomposition for stochastic stationary environment

Meanwhile, does OP decomposition have the same problem with BHC-FHK decomposition? Because Lentz and Mortensen (2008) do not discuss this point, below we assess this by using the same environment as before. Let $\bar{s}_t \equiv (1/n) \sum_i s_{it}$, $\bar{\varphi}_t \equiv (1/n) \sum_i \varphi_{it}$, $\Delta s^H_{it} \equiv s^H_{it} - \bar{s}_t$, and $\Delta \varphi^H_{it} \equiv \varphi^H_{it} - \bar{\varphi}_t$, contribution of H-type firms to aggregate productivity is given by:

$$
\Phi^H_t = \sum_{i \in H} s^H_{it} \varphi^H_{it} = \sum_{i \in H} (\bar{s}_t + \Delta s^H_{it})(\bar{\varphi}_t + \Delta \varphi^H_{it})
$$

$$
= \sum_{i \in H} \bar{s}_t \bar{\varphi}_t + \bar{s}_t \sum_{i \in H} \Delta \varphi^H_{it} + \left( \sum_{i \in H} \Delta s^H_{it} \right) \bar{\varphi}_t + \sum_{i \in H} \Delta s^H_{it} \Delta \varphi^H_{it}.
$$

A similar calculation can be done for L-type firms to obtain $\Phi^L_t$. Summing the second term for the type-H and the type-L, and the third term for the type-H and the type-L respectively, then these two terms turn out to be zero (these two terms reduce to the sum of deviation from the mean). Consequently, the above equation is given by:

$$
\Phi^H_t = n_H \bar{s}_t \bar{\varphi}_t + \sum_{i \in H} (s^H_{it} - \bar{s}_t)(\varphi^H_{it} - \bar{\varphi}_t).
$$

As discussed in the previous subsection, in the stochastic stationary equilibrium, (i) firms with the same type have the same productivity ($\varphi^H_{it} = \varphi^L_{it}, \forall t$) and (ii) firm type share is constant ($(1/n_H) \sum_{i \in H} s^H_{it} \equiv \bar{s}_t^H = \bar{s}_t^H, \forall t$). Thus, the above equation can be rewritten as:

$$
\Phi^H_t = n_H \bar{s}_t \bar{\varphi}_t + n_H (\bar{s}^H - \bar{s})(\varphi^H_t - \bar{\varphi}_t).
$$

The first term in this equation is a contribution of an H-type firm to a mean productivity; the second term is a contribution of an H-type firm to “covariance term”. Using these results,

---

6 Note that $\bar{s} = \bar{s}_t = (1/n) \sum_i s_{it} = 1/n, \forall t$. 
the time variation of $\Phi^H$ is given by:

$$
\Delta \Phi^H = \Phi_2^H - \Phi_1^H = n_H (s_2 \bar{\varphi}_2 - s_1 \bar{\varphi}_1) + n_H (s^H - \bar{s}) [(\varphi_2^H - \varphi_1^H) - (\bar{\varphi}_2 - \bar{\varphi}_1)].
$$

As noted above, the first term in this equation is a contribution of H-type firms to mean productivity and the second term is a contribution of H-type firms to the “covariance” term. Thus, the covariance term in the OP decomposition cannot be zero even when we postulate the stochastic stationary environment. In other words, in contrast to the BHC-FHK decomposition, we can conclude that the OP decomposition is consistent with a stochastic stationary environment.


Petrin and Levinsohn (2012) discuss a shortcoming of the BHC-FHK decomposition from a different perspective. Consider an economy with two firms. The sole production input is labor and (inelastic) aggregate labor supply is given by $\bar{\ell}$. The production function satisfies standard conditions: $f_\ell > 0$; $f_{\ell \ell} < 0$; $f_\omega > 0$. Assume that the productivity of firm 1 is higher than that of firm 2 ($\varphi_1 > \varphi_2$). In this case, the amount of labor inputs that maximize economy wide output is given by $(\ell_1^*, \ell_2^*)$ such that:

$$
\frac{\partial y(\ell_1^*, \varphi_1)}{\partial \ell} = \frac{\partial y(\ell_2^*, \varphi_2)}{\partial \ell},
$$

$$
\ell_1^* + \ell_2^* = \bar{\ell}.
$$

Under the above efficiency condition, if the unit labor is reallocated from the lower productivity firm (firm 2) to the higher one (firm 1), labor input is now given by $\ell_1 > \ell_1^*$ and $\ell_2 < \ell_2^*$ and that:

$$
\frac{\partial y(\ell_1, \varphi_1)}{\partial \ell} < \frac{\partial y(\ell_1^*, \varphi_1)}{\partial \ell} = \frac{\partial y(\ell_2^*, \varphi_2)}{\partial \ell} < \frac{\partial y(\ell_2, \varphi_2)}{\partial \ell}
$$

Therefore, we have:

$$
\frac{\partial y(\ell_1, \varphi_1)}{\partial \ell} - \frac{\partial y(\ell_2, \varphi_2)}{\partial \ell} < 0
$$

In other words, such reallocation reduces an economy wide output. However, as BHC-FHK decomposition solely relies on information of technical efficiency, the aggregate productivity index $\Phi$ can be increased by such a reallocation.

IV. Pros and cons of decomposition methods based on production function estimation

The advantage of reduced form decomposition methods stem from the fact that these
methods are quite simple. In particular, there are the following two advantages in these methods.

First, these methods are easy to conduct: thus, comparable results have been steadily accumulated by applying the methods to datasets from many countries and many different periods. These studies have been contributing to our understanding of firm and industry productivity dynamics. For a recent example, Bartelsman, Haltiwanger and Scarpetta (2013) apply OP decomposition to internationally comparable datasets of several countries to reveal that the OP covariance term plays a significant role for aggregate productivity. One another example is a series of research about the long stagnation of the macro economy in Japan. Fukao and Kwon (2006), Nishimura, Nakajima and Kiyota (2005) and Kwon, Narita and Narita (2015) study causes of aggregate productivity slowdown in Japan after the bubble burst from the perspective of productivity dynamics.

Moreover, a vast amount of exercises of productivity decomposition have built a momentum that various economic phenomena are reexamined from the perspective of the relationship between resource reallocation and aggregate productivity. For example, Melitz (2003) proposed a new mechanism about “gains from trade” that trade liberalization promotes resource reallocation from lower to higher productivity firms to raise economic welfare. Hsieh and Klenow (2009) use plant level datasets to reveal that about half of the difference of TFP between the U.S. and the India can be attributed to the (in)efficiency of resource reallocation.

Second, reduced form decomposition methods have a wide range of possibilities for extension. See, for example, Collard-Wexler and De Loecker (2015) or Nishiwaki and Kwon (2013) for such an application.

While reduced form decomposition methods have many virtues, there are at least three limitations. First, there is a limitation regarding the maintained assumption. At first glance, these methods have less concern about misspecification, since it seems to not rely on specific theoretical models. However, it is worth noting that, these methods have all postulated implicit assumptions about productivity dynamics: it is assumed that labor input does not affect technical efficiency at all. However, as a vast amount of empirical research about R&D has revealed, (at least a part of) growth of technical efficiency is caused by innovation (in a broader sense). Thus, firms optimally determine the level of labor input for R&D (in a broader sense) by taking innovation’s future benefit into consideration. In this respect, as in PL decomposition, defining reallocation effects in terms of a gap between (static) value of marginal products and input price is undesirable. Moreover, extensively used methods of production function estimation, such as OP (Olley and Pakes, 1996) or LP (Levinsohn and Petrin, 2003) assume that firm productivity follows an exogenous stochastic process. Since it is necessary to pose the same assumptions for the estimation of production function and the APG decomposition, reduced form methods widely share this problem.

7 Theoretical and empirical research on recent trade models with heterogeneous firms, see Melitz and Redding (2014).
Second, the mechanism behind measured decomposed components is kept in a black box. This may be particularly problematic when these methods are applied for policy analyses. When researchers can access data both before and after the policy change, it is possible to quantify how the policy affects the value of each decomposed term. For example, Pavcnik (2002) conduct OP decomposition before and after the Chilean trade liberalization to study the effect of trade liberalization on resource reallocation. Petrin and Sivadasan (2013) conduct PL decomposition using the same Chilean plant dataset to study the effect of change in the strength of employment protection on resource reallocation. However, it is still unclear that what kind of behavioral response by individual firms induce changes in “measured values”. Identifying the mechanism behind changes in each decomposed term caused by policy change is critical to predict the effects of similar policy changes in different contexts.

Third and most important, these methods can apply to policy evaluation only when researchers could access datasets that contain both before and after the policy change. In other words, these methods cannot be applied to the counterfactual (or ex-ante) policy evaluation that sometimes policy makers are most interested in.

The above problems are all results from the fact that these methods do not have a mechanism for which the value of each of the measured terms are determined.

V. The structural APG decomposition method – LM decomposition

Lentz and Mortensen (2008, hereafter LM) utilize an endogenous growth model developed by Klette and Kortum (2004, hereafter KK) to derive a new formula for APG decomposition. The most distinctive feature of the formula is that, the contribution of each decomposed component to APG is completely described by the structural model. By estimating structural parameters from firm panel data, each decomposed component can be evaluated quantitatively. Though Lentz and Mortensen (2008) do not conduct any counterfactual simulation, Murao and Nirei (2015) incorporate free entry condition and entry cost into their framework and evaluate quantitative impacts of counterfactual entry deregulation policy. In this section, we briefly overview the LM decomposition formula and its application of counterfactual policy simulation by Murao and Nirei (2015).

V-1. Overview of LM model

Since the LM decomposition formula is derived directly from a structural model, we first introduce an endogenous growth model of Klette and Kortum (2004) and its extension of Lentz and Mortensen (2008).

These models are based on a “quality ladder” framework which is proposed and developed by Grossman and Helpman (1991) and Aghion and Howitt (1992). There is only one consumption good in the economy. This consumption good is produced from many intermediate input goods.
The quality ladder models focus entirely on R&D aimed at improvement in these intermediate goods. Each intermediate input is produced by only one firm: the firm with the highest quality of each good produces the good. Below, the intermediate good firm that is undergoing production is called as incumbent firm. In addition, there are many potential entrants who engage in (process) R&D: if a potential entrant could successfully improve the quality of an intermediate good, then it enters the market and drives out the previous producer. Innovation which induces such “creative destruction” is nothing less than the source of economic growth in quality ladder models. In other words, quality ladder models are a rigorous mathematical representation of Schumpeter’s original idea of growth through creative destruction in the capitalist economy.

Since the 1990s, emerging empirical research of firm microdata observes that there are non-negligible amounts of dispersion in productivity or firm size, even after controlling the precise industry classification. Klette and Kortum (2004) introduce firm size heterogeneity in the original quality ladder model to provide an appropriate framework to replicate such circumstances. Departing from the original quality ladder model, firms in the KK economy have a possibility to produce a multiple number of goods. This extension provides R&D incentives for incumbent firms, because not only a potential entrant but an incumbent firm has opportunity to take over the new intermediate goods market. Since the number of intermediate goods differ from firm to firm, a large amount of dispersion in the firm size (measured in number of employees) emerges in the KK model.

Lentz and Mortensen (2008) extend the KK model by allowing heterogeneity in the ex-ante innovation efficiency which is determined at entry to the market. In consequence of this type of heterogeneity, product share of high-type firms constantly increases within the same firm-age cohort in the LM model. Thus, the LM model has a new source of productivity growth, that is, an expansion of the share of high-type firms which is called the selection effect. In sum, the LM model has three channels of APG: that is, (i) entry and exit of firms (entry exit effect), (ii) reallocation of market share among heterogeneous types (selection effect), and (iii) quality improvement itself (within effect). Lentz and Mortensen (2008) estimate these three effects from Danish microdata.

V- 2. Characteristic of stationary equilibrium: market share reallocation among incumbent firms

Since innovation efficiency is heterogeneous in LM economy, R&D incentive is increasing in the innovation efficiency. Therefore, product share of high-type firms constantly penetrates low-type firms’ share. Meanwhile, there exists a stationary equilibrium in this economy where type share in the product space remains constant over time. Though these two facts may seem to contradict each other, they do not because firm-age cohorts on the

---

8 In the original quality ladder model, “innovation efficiency” is assumed to be homogenous for all firms.
other hand constantly contract over time after entry. That is, in stationary equilibrium, share of products by high-innovation type firms constantly expand while each cohort size is constantly shrinking.

V-3. **LM decomposition formula**

Lentz and Mortensen (2008) show that APG in stationary equilibrium in this economy is decomposed as following:

\[ g = \eta \sum \tau E[\ln \bar{q}_\tau] \phi_\tau + \gamma_\tau E[\ln \bar{q}_\tau][K_\tau - \phi_\tau] + \gamma_\tau E[\ln \bar{q}_\tau] \phi_\tau, \]

where \( \eta \) is the entry rate of new firms; \( \gamma_\tau \) is the innovation arrival rate for type-\( \tau \) firms; \( E[\ln \bar{q}_\tau] \) is the expected rate of productivity improvement for intermediate goods produced by type-\( \tau \) firms; \( K_\tau \) is a share of goods produced by type-\( \tau \) firms; and \( \phi_\tau \) is a share of goods produced by type-\( \tau \) firms. Note that exactly the same formula is derived in the Murao and Nirei (2015) economy where the entry cost and free entry condition are introduced into the Lentz and Mortensen (2008) framework: although the decomposition formula does not contain the “strength of the entry barrier” (\( c_e \), in Murao and Nirei, 2015), the entry barrier affects each decomposed component through changing values of endogenous variables such as innovation arrival rate \( \gamma_\tau \) or entry rate \( \eta \).

Each decomposed component in the LM-decomposition formula can be interpreted as follows. First, the **entry exit effect** is a contribution of the entry and exit of firms, which is given by a multiple of instantaneous entry rate (\( \eta \)) and the average productivity growth rate (\( \sum \tau E[\ln \bar{q}_\tau] \phi_\tau \)). Second, the **selection effect** is a contribution of market share reallocation from low to high innovation efficiency firms. Third, the **within effect** is a contribution of technical efficiency improvement (when type distribution would be held constant over time).

VI. **Application of LM decomposition formula to counterfactual policy simulation**

A distinct feature of the LM decomposition formula is that it is directly derived from a theoretical model. As a consequence, this method can be used as a counterfactual policy simulation by quantifying impacts of such policy changes to each decomposed component, without facing the “Lucas critique”. In contrast, BHC-FHK, OP and PL decompositions are not based on particular theoretical models that describe the firm behavior: these decomposition methods are not suitable for counterfactual policy evaluation. Below, we review Murao and Nirei (2015) who quantify impacts of counterfactual entry deregulation policy by utilizing the LM framework.
Murao and Nirei (2015) introduce entry cost and free entry conditions into Lentz and Mortensen (2015) and estimate structural parameters using firm panel data of Japan. Then, they set the counterfactual value of $c_e$ and re-solve the model to quantitatively evaluate each term in the LM decomposition formula. Moreover, Murao and Nirei (2015) estimate $c_e$ in Denmark by using estimates from Lentz and Mortensen (2008), and then conduct counterfactual simulations of entry deregulation in Denmark.\footnote{The strength of the entry barrier in Denmark is estimated from Lentz and Mortensen’s original estimates, because it is shown that there is no bias in original LM estimates (except for the level of aggregate labor supply which is not used for the LM decomposition) which is estimated under the assumption that there is no entry cost. See Murao and Nirei (2015) for more detail.}

Figure 1 shows results of the counterfactual simulation that the strength of the entry barrier is reduced from the estimated value.

Results are summarized as follows.

1. Reducing the strength of the entry barrier, two types of resource reallocation, the entry/exit effect and the selection effect, changes in the opposite direction: the entry/exit effect increases and selection effect decreases monotonically.

2. As the strength of the entry barrier decreases, the aggregate productivity growth rate

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{counterfactual_simulation.png}
\caption{Results of counterfactual entry deregulation. A vertical line in each panel shows the estimated value of the strength of the entry barrier.}
\end{figure}

increased monotonically: that is, the increase in the entry/exit effect dominates the decrease in the selection (and within) effect.

3. The relationship between the strength of the entry barrier and aggregate productivity growth rate exhibits a U-shape: that is, if $c_e$ is constantly reduced, an increase in the entry/exit effect is dominated by a decrease in the selection (and within) effect at some point.

In particular, intuition behind “reduced selection” by entry deregulation requires an explanation among the above. The reduced selection effect indicates that resource reallocation from the lower type to the higher type firms become more sluggish. The intuition is explained as follows. First, there is a well-known “Schumpeterian effect” in the original quality ladder model of Grossman and Helpman (1991) or Aghion and Howitt (1992) that the within effect is reduced by a decrease in $c_e$ (that is, entry deregulation): this is because, firstly, lowering $c_e$ promotes new firm entry, and this activates creative destruction by new entrants; thus, R&D incentive by an innovator is lowered because the expected duration that a successful innovator gains monopolistic rents becomes shorter; in other words, lowering $c_e$ has an effect of reducing “post-innovation rent”, called the Schumpeterian effect.

The reason of reduced selection by lowered $c_e$ is that this Schumpeterian effect varies from firm to firm. Note that, in the LM framework, firms are different in innovation efficiency. Estimates of Murao and Nirei (2015) show that the least innovation-efficient firms do not conduct R&D at all, once they enter the market. In Japanese firm panel data used by Murao and Nirei (2015), these firms amount to 60% of the whole sample of the manufacturing sector. Under these circumstances, the Schumpeterian effect is different among firms. The reason is explained as follows. If the strength of entry barrier $c_e$ is reduced, while the R&D incentive of firms with higher innovation efficiency is reduced (by the standard Schumpeterian effect), firms with the least innovation efficiency do not change the level of R&D (remains zero). Thus, the difference of R&D incentives between the higher- and lower-innovation efficiency firms decrease, and thus selection pressure to the lower innovation efficient firms decreases.

Then, is (moderate amount of) entry deregulation harmful to economic growth? From figure 1, such a possibility exists in Denmark while not in Japan: the positive effect for growth by deregulation of entry from the status quo (that is, increase in entry/exit effect) dominates the negative effect (that is, decrease in the selection and the within effect).

VII. Conclusion

In this article, we introduce several recent decomposition methods of aggregate productivity growth utilizing firm/plant level panel datasets. We broadly categorize these methods into (i) reduced form decomposition methods and (ii) the structural APG decomposition method: we discuss pros and cons of the reduced form decomposition method to clarify significance of the structural decomposition method. Next, we discuss the usefulness of the second method to counterfactual policy evaluation by introducing Murao and Nirei
(2015) as an example. There is increasing interest in the research on productivity dynamics and much further effort should be devoted to it.
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